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Motivation Transformer Explainability 
Multimodal models such as CLIP [1] are expected to combine 
Natural Language and Visual concepts to find matching 
text-image pairs. However, it is unclear whether CLIP attends 
to the correct signals when looking for Cross-modal 
correspondences. Can we use a State-of-the-Art Transformer 
attribution method [2] to verify and quantify CLIP’s behavior?

We use the Transformer Explainability method by Chefer 
et al. (CVPR’21) [2] to visualize CLIP’s attention

The generated explanations have been shown to be 
useful for generating CLIP explanations, improving ac-
curacy for image classification, and to mitigate biases. 
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Quantitative Results

Qualitative Analysis
Connecting Text and Images [1]

Effective for finding correspondences between images 
and captions.

Is not restricted to a fixed set of class labels --> CLIP 
accepts basically any word on sentence in the English 
language.

[3] provides fine-grained grounding (segmentations) 
of parts of a sentence.

Can be used to quantify how well components of text 
and image “align”

In this image i can see two zebras which are in black white color. 
these are standing on the ground. in the back i can see many trees.

     RQ: If CLIP is not enforced to explain why a caption 

and image correspond, how can we verify if CLIP actually 

looks at the relevant signals?

CLIP does focus on the relevant 

signals to find correspondences 

between texts and images. 

Discussion 
& Limitations 
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Study how to incorporate explainability maps into 

the pre-training of CLIP in order to improve its 

cross-modal grounding abilities. 

We evaluate CLIP’s ability to align vision 

and language at fine-grained level using 

transformer-explainability 

CLIP indeed is capable, to an extent, of 

cross-modal grounding

We rely on the assumption that the 

attribution method perfectly represents 

CLIP’s behaviour.
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